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Executive Summary 

 

OpenSearch is a community-driven, open-source search and 
analytics suite, forked from a mature version of Elasticsearch and 
Kibana and distributed under the permissive Apache 2.0 license.1 
Developed and maintained by a consortium of technology partners 
led by Amazon Web Services (AWS), it comprises a distributed 
search engine (OpenSearch) and a complementary data visualization 
interface (OpenSearch Dashboards).3 The platform is engineered to 
address the complex challenges of managing and extracting value 
from vast volumes of semi-structured and unstructured data, which 
are characteristic of modern digital ecosystems. 

The primary value of OpenSearch lies in its ability to provide near 
real-time ingestion, powerful full-text search, and sophisticated 
analytics for three critical, and increasingly convergent, use cases: 
log analytics, unified observability, and security analytics.1 Its 
architecture is fundamentally distributed, designed for high 
availability and horizontal scalability. This is achieved through a 
cluster of cooperating nodes that partition data into shards and 



ensure resilience via replication.5 The core components of the 
ecosystem include the OpenSearch engine itself, the highly 
extensible OpenSearch Dashboards for visualization, and a robust 
data ingestion layer, often implemented using the Data Prepper 
component, which allows for complex data transformation and 
enrichment before indexing.5 

This report provides a comprehensive analysis of the OpenSearch 
platform, examining its problem-solving capabilities, strategic 
applications, and deep internal architecture. A key finding of this 
analysis is that OpenSearch is most effectively leveraged as a 
specialized, secondary datastore. It is purpose-built to accelerate 
search and analytics workloads that are ill-suited for traditional 
relational database management systems (RDBMS). It is not, 
however, a replacement for systems that require strict ACID 
transactional guarantees.8 A thorough understanding of its 
architectural principles, particularly the immutable nature of the 
primary shard count and the intricate mechanics of its indexing 
lifecycle, is paramount for successful, performant, and cost-effective 
deployment at scale. 

 

Section I: The OpenSearch Value Proposition: Problems Solved 
and Core Use Cases 

 

 

Addressing the Modern Data Challenge: Search, Observability, and Security 

 

Modern enterprise systems, from cloud-native microservices to 



sprawling IoT networks, generate an unprecedented volume, velocity, 
and variety of data. This data, predominantly in semi-structured 
formats like JSON logs or unstructured text, is a rich source of 
operational intelligence, security insights, and business value. 
However, traditional data management systems are often 
ill-equipped to handle the scale and nature of this information. 
OpenSearch was created to solve this specific problem. It is a 
distributed search and analytics suite purpose-built to ingest, 
secure, search, visualize, and analyze massive datasets in near 
real-time.1 By providing a scalable and performant solution, it 
empowers organizations to move from reactive problem-solving to 
proactive, data-driven operations. 

The platform's value proposition is not merely as a tool, but as a 
foundational element for a modern data strategy. The decision to 
adopt OpenSearch is often driven by a strategic need to gain control 
over data chaos. While it is frequently discussed in terms of 
individual use cases, these applications are increasingly converging 
around a single, dominant paradigm: comprehensive observability. 
The ability to ingest logs, metrics, and traces—the three pillars of 
observability—and correlate them within a unified platform is 
arguably OpenSearch's most powerful contemporary application.12 
This unified view is what transforms disparate data points into 
actionable insights, whether for debugging performance, searching 
a product catalog, or hunting for security threats. Companies like 
Autodesk, Netscout, and Pinterest, though solving different 
surface-level problems, are all fundamentally leveraging OpenSearch 
to achieve a deeper understanding of their complex, distributed 
systems.4 

Furthermore, the context of OpenSearch's creation as a fork of 



Elasticsearch 7.10.2 is central to its value proposition.2 This origin 
story is a direct response to the market's need for a powerful search 
and analytics engine free from restrictive licensing and vendor 
lock-in. The Apache 2.0 license is not just a feature; it is a strategic 
enabler that solves a critical business problem.1 It provides 
organizations with the freedom to use, modify, and monetize the 
software as they see fit, ensuring predictable costs and access to a 
full suite of features—including advanced security, machine learning, 
and cross-cluster replication—that are often gated behind premium 
tiers in commercial alternatives.1 

 

Deep Dive 1: Log Analytics and Unified Observability 

 

The most prevalent use case for OpenSearch is real-time log 
analytics and, by extension, unified observability. Modern 
applications and infrastructure produce a continuous stream of log 
data that is essential for monitoring system health, diagnosing 
performance issues, and understanding user behavior. OpenSearch 
excels as a centralized repository for this data, capable of ingesting 
and indexing millions of log events in near real-time.1 

Its architecture is optimized for the time-series nature of log data. 
Using features like Index State Management (ISM), organizations can 
define automated policies to manage the lifecycle of log data—for 
example, moving older, less-frequently accessed logs from 
expensive "hot" storage to more cost-effective "warm" or "cold" 
tiers, and eventually deleting them after a defined retention period.1 

The true power, however, comes from the synergy between the 
OpenSearch engine and OpenSearch Dashboards. Once logs are 



indexed, DevOps and Site Reliability Engineering (SRE) teams can 
use the powerful JSON-based Domain Specific Language (DSL) or a 
familiar SQL syntax to query the data.1 They can then use 
OpenSearch Dashboards to create rich, interactive 
visualizations—such as time-series charts of error rates, pie charts 
of HTTP status codes, or maps of user activity—to monitor trends, 
set alerts on anomalies, and rapidly perform root cause analysis.4 
This capability significantly reduces the Mean Time to Detection 
(MTTD) and Mean Time to Resolution (MTTR) for operational 
incidents.1 

As a concrete example, the design and engineering software 
company Autodesk utilizes OpenSearch to monitor the health and 
performance of its cloud services. By processing millions of log 
events in real-time, their teams can detect software issues the 
moment they arise, allowing for proactive intervention that minimizes 
service disruptions for their global user base.4 

 

Deep Dive 2: High-Performance Full-Text Search 

 

At its core, OpenSearch is a highly sophisticated full-text search 
engine built upon the mature Apache Lucene library.9 This makes it 
an ideal choice for powering the search functionality of 
content-heavy websites, e-commerce platforms, and complex 
enterprise applications.4 

OpenSearch provides a rich set of features that go far beyond 
simple keyword matching. It supports complex filtering, faceting, 
custom scoring for relevance ranking, and sorting on any field.4 For 
more nuanced search experiences, it offers advanced text analysis 



capabilities, including: 

●​ Custom Analyzers: To define how text is tokenized, filtered 
(e.g., removing stop words), and normalized (e.g., converting to 
lowercase). 

●​ Language-Specific Processing: Built-in and plugin-based 
analyzers for dozens of languages, handling complexities like 
stemming (reducing words to their root form) and synonyms.4 

●​ Query Types: A wide array of query types, from simple match 
queries to match_phrase for proximity searches and multi_match 
to search across multiple fields simultaneously.14 

This functionality is critical for user-facing applications where the 
quality and speed of search results directly impact user experience 
and business outcomes. For instance, Atlassian employs 
OpenSearch to manage the large-scale search operations across its 
collaboration tools like Jira and Confluence. With a high volume of 
daily search requests, OpenSearch ensures users can quickly and 
accurately find relevant information within vast collections of 
documents and project data, thereby improving productivity.4 
Similarly, 

LexisNexis leverages OpenSearch to power search across its 
immense repository of legal documents. By integrating machine 
learning, they enhance search accuracy, allowing legal professionals 
to filter through millions of texts to find precise and contextually 
significant information efficiently.4 

 

Deep Dive 3: Security Analytics and Real-Time Threat Detection 

 

The same capabilities that make OpenSearch effective for log 



analytics also make it a powerful tool for cybersecurity. In the 
context of security, OpenSearch often functions as the core engine 
of a Security Information and Event Management (SIEM) system. It 
allows organizations to ingest, correlate, and analyze 
security-related data from a multitude of sources, including firewalls, 
intrusion detection systems, application logs, and endpoint agents.1 

By centralizing this data, security teams can search for indicators of 
compromise (IOCs), monitor for policy violations, and investigate 
security incidents. The near real-time nature of OpenSearch is 
particularly valuable for threat detection, enabling analysts to 
identify and respond to attacks as they happen. 

Key features that support this use case include: 

●​ Anomaly Detection: The built-in anomaly detection plugin, 
based on the Random Cut Forest (RCF) algorithm, can 
automatically identify unusual patterns in data streams that may 
indicate a security threat, such as a sudden spike in failed login 
attempts or anomalous network traffic.1 

●​ Customizable Alerting: Security teams can define complex 
alert conditions based on query results. When a condition is met, 
OpenSearch can trigger notifications through various channels 
(e.g., email, Slack, PagerDuty), ensuring that potential threats 
are immediately brought to the attention of security personnel.4 

●​ Security Analytics Plugin: This dedicated plugin provides a 
specialized user interface within OpenSearch Dashboards for 
managing security detectors, rules, and findings, streamlining 
the threat hunting workflow.15 

Netscout, a provider of network and application performance 
management solutions, uses OpenSearch to bolster its security 



analytics capabilities. By centralizing logs and leveraging the 
platform's real-time processing and alerting features, Netscout can 
rapidly identify suspicious network activity, significantly improving 
incident response times and strengthening its overall security 
posture.4 

 

Section II: Strategic Adoption: When to Use OpenSearch and Its 
Operational Boundaries 

 

Choosing the right data store is one of the most critical architectural 
decisions. While OpenSearch is exceptionally powerful, its strength 
lies in its specialization. Applying it correctly requires understanding 
not only its ideal use cases but also its fundamental limitations and 
operational anti-patterns. Misunderstanding its core design 
principles can lead to performance issues, unexpected costs, and 
architectural brittleness. 

The primary architectural pattern for successful OpenSearch 
deployment is its use as a specialized secondary datastore. The 
collection of its inherent limitations—most notably the lack of ACID 
transactions and the absence of traditional relational joins—clearly 
indicates that it is not designed to be a primary system of record for 
transactional data.8 Instead, its purpose is to ingest data from a 
primary source of truth (such as an RDBMS, a message queue, or 
event stream) and create a highly optimized, often denormalized, 
index. This index is then used to offload and dramatically accelerate 
the specific workloads—search, log analytics, observability—that the 
primary datastore is ill-equipped to handle. Recognizing and 
embracing this "secondary index" pattern is the cornerstone of 



effective OpenSearch architecture. 

 

Ideal Scenarios for OpenSearch Deployment 

 

OpenSearch is the optimal choice under the following conditions: 

●​ Large-Volume, Document-Oriented Data: The core data 
model is the JSON document. It is ideal for workloads involving 
large quantities of unstructured or semi-structured data, such 
as log files, text documents, product catalog information, or 
sensor data.8 

●​ Full-Text Search as a Core Requirement: When the primary 
application need is for fast, relevant, and sophisticated full-text 
search capabilities, OpenSearch is a superior choice over 
traditional databases whose text search features are often less 
advanced and performant.4 

●​ Near Real-Time Analytics and Observability: For use cases 
that require the continuous ingestion and immediate analysis of 
data, such as live infrastructure monitoring, application 
performance monitoring (APM), and security event analysis, 
OpenSearch's low-latency indexing and querying are essential.1 

●​ Read-Heavy Workloads Requiring Horizontal Scalability: The 
architecture is designed to scale reads horizontally by adding 
more nodes to the cluster and increasing the number of replica 
shards. This makes it well-suited for applications with a high 
volume of search and analytics queries.6 

 

Architectural Anti-Patterns: When NOT to Use OpenSearch 



 

Equally important is understanding when OpenSearch is the wrong 
tool for the job. Attempting to use it in these scenarios will lead to 
significant challenges. 

 

The Relational Database Fallacy 

 

A common and costly mistake is to treat OpenSearch as a 
general-purpose replacement for a relational database management 
system (RDBMS) like MySQL or PostgreSQL. 

●​ Lack of Transactional Integrity: OpenSearch does not support 
ACID (Atomicity, Consistency, Isolation, Durability) transactions. 
It is fundamentally unsuitable for use as a system of record for 
operations that require complex, multi-step transactional 
guarantees, such as financial transactions, e-commerce order 
processing, or inventory management.8 

●​ Absence of Relational Joins: OpenSearch is a document store, 
not a relational one. It does not support server-side joins 
between indices in the way an RDBMS does. While it offers 
nested documents and parent-child relationships to handle 
some relational data, these are not true joins, come with 
performance trade-offs, and require careful data modeling up 
front. Attempting to model a normalized, multi-table schema 
(like a star schema) and perform join-like operations at query 
time is a significant anti-pattern that will result in poor 
performance and excessive complexity.9 Data should be 
denormalized during the ingestion process, bringing related data 
together into a single document. 



 

Navigating Query and Operational Constraints 

 

OpenSearch has several built-in safeguards and operational 
characteristics that must be respected to maintain cluster stability. 
Ignoring them is a path to performance degradation. 

●​ Result Size Limit: By default, a single search query cannot 
retrieve more than 10,000 documents. This track_total_hits limit 
is a deliberate protection against queries that would consume 
excessive memory and CPU resources on the cluster. It is not 
intended to be increased arbitrarily. For use cases that require 
paging through large result sets (deep pagination), the correct 
approach is to use the search_after parameter or the Scroll API, 
which provide efficient, stateful cursors.9 

●​ Max Clause Count: The underlying Lucene engine imposes a 
default limit of 4,096 clauses on a single boolean query. This 
prevents "monster queries," which can be generated 
programmatically or by certain high-level query types, from 
consuming disproportionate resources and destabilizing the 
entire cluster.9 

●​ Prefix Query Performance: While easy to implement, wildcard 
or prefix queries (e.g., query: "log*" ) can be extremely 
resource-intensive, especially on fields with high cardinality. A 
simple prefix can expand to match hundreds of thousands of 
terms, leading to slow queries. For performance-critical features 
like type-ahead search or autocomplete, the recommended 
approach is to use an index-time solution, such as the edge 
N-gram tokenizer, which pre-processes text to create indexable 
prefixes. This shifts the computational cost from every query to 



a one-time cost at indexing, resulting in a much faster user 
experience.16 

 

Deployment Considerations: Managed vs. Self-Hosted 

 

The choice of deployment model has significant implications for 
cost, control, and operational overhead. 

●​ Managed Services (e.g., Amazon OpenSearch Service): For 
many organizations, a managed service is the most practical 
entry point. It offers easy deployment with a few clicks, handles 
operational burdens like patching, monitoring, and backups, and 
provides seamless integration with other cloud services.17 This 
model can be budget-friendly for smaller projects or initial 
proofs-of-concept where you pay only for the resources you 
use.17 

●​ Self-Hosted or Independent Managed Service: The 
convenience of a managed service comes with trade-offs. Users 
have limited control over the underlying infrastructure, facing 
constraints on instance types, node counts (e.g., a 40-node limit 
per cluster on AWS), and configuration parameters.17 More 
critically, the ease of scaling can mask inefficiencies and lead to 
runaway costs. When developers can easily add more servers, 
the incentive to write optimized queries or design efficient 
indexing strategies is reduced, leading to infrastructure bloat.17 
For large-scale, mission-critical, or long-term deployments, a 
self-hosted approach or a specialized third-party managed 
service can offer greater control, significant cost savings 
through optimization, and dedicated expert support that 



understands the specific use case.17 

The choice is not simply "easy vs. hard" but a strategic decision 
based on a cost-complexity trade-off. Managed services reduce 
initial operational complexity but can introduce long-term financial 
and architectural complexity if not governed carefully. 

Table 1: OpenSearch vs. Relational Databases (RDBMS) — A 
Comparative Analysis 

 
Feature OpenSearch RDBMS (e.g., 

MySQL/PostgreSQL) 

Data Model Document-Oriented 
(JSON documents) 

Relational (Tables with 
rows and columns) 

Schema Dynamic Schema 
("schema-on-write" or 
"schema-on-read") 

Fixed Schema 
(schema-on-write) 

Query Language JSON-based DSL, PPL, 
SQL support 1 

Structured Query 
Language (SQL) 8 

Transactions No support for 
multi-document ACID 
transactions 

Full ACID compliance 8 

Joins Not supported; uses 
denormalization, 
nested/parent-child 
objects 9 

Full support for various 
JOIN types 



Scalability Horizontally scalable 
by adding nodes 6 

Traditionally vertically 
scalable; horizontal via 
manual 
sharding/clustering 

Primary Use Case Full-text search, log 
analytics, observability, 
security analytics 4 

Transactional systems 
(OLTP), structured 
data storage, business 
intelligence (OLAP) 

 

Section III: Anatomy of the OpenSearch Ecosystem: A 
Component-Level Breakdown 

 

OpenSearch is more than just a search engine; it is a comprehensive 
and extensible data platform. Its power derives from the tight 
integration of several core components, each serving a distinct 
purpose in the end-to-end data lifecycle. Understanding this 
anatomy is key to leveraging the platform's full potential, as 
successful implementation involves composing these components 
into a cohesive solution tailored to a specific use case. 

 

The Core: The OpenSearch Distributed Search and Analytics Engine 

 

The heart of the ecosystem is the OpenSearch engine itself. It is a 
distributed, RESTful search and analytics engine written primarily in 
Java and built on top of the highly performant Apache Lucene 
search library.3 This core engine is responsible for the fundamental 
tasks of data management: 



●​ Indexing: Storing and organizing documents in a way that 
makes them efficiently searchable. 

●​ Searching: Executing complex queries against the indexed data 
and returning relevant results. 

●​ Aggregating: Performing calculations and summarizing data 
across large sets of documents. 

The engine is designed to run as a cluster of one or more nodes. 
These nodes work in concert to store data, process requests, and 
maintain the health of the system, providing the scalability and 
resilience required for production workloads.5 

 

The Interface: OpenSearch Dashboards 

 

OpenSearch Dashboards is the primary window into the data stored 
in an OpenSearch cluster. Forked from Kibana, it is a powerful, 
browser-based visualization and user interface that transforms raw 
data into actionable insights.2 Its key functionalities include: 

●​ Data Exploration: The "Discover" feature allows users to 
interactively explore raw document data, submit ad-hoc queries, 
and filter results.13 

●​ Visualization: Users can create a wide variety of visualizations 
from their data, including line charts, bar graphs, pie charts, 
heat maps, geographic maps, and more.4 

●​ Dashboards: These visualizations can be assembled onto 
customizable, real-time dashboards that provide a consolidated, 
at-a-glance view of key metrics and trends. Filters and time 
ranges can be applied across all visualizations on a dashboard 
simultaneously for a coordinated analytical experience.13 



●​ Management UI: Dashboards serves as the de facto 
management console for many of OpenSearch's advanced 
features and plugins. This includes managing security settings 
(users, roles, access control), configuring alerting rules, defining 
Index State Management (ISM) policies, and executing SQL 
queries.19 

●​ Advanced Features: It also supports more sophisticated 
analytical workflows through features like Notebooks, which 
allow for collaborative analysis and documentation, and a 
reporting engine that can generate PDF, PNG, or CSV exports of 
visualizations and dashboards.19 

 

The Gateway: OpenSearch Ingestion and Data Prepper 

 

Getting data into OpenSearch in the right format is a critical step. 
The ecosystem provides a dedicated and powerful data collection 
and transformation layer to address this need. 

●​ Data Prepper: This is the open-source, server-side data 
collector that acts as the primary on-ramp for data. It is a 
standalone component designed to filter, enrich, transform, 
normalize, and aggregate data before it is sent to the 
OpenSearch cluster for indexing.21 Data Prepper operates on a 
pipeline model, where each pipeline consists of three main 
stages 7: 

1.​ Source: The input, which defines how data is consumed 
(e.g., receiving logs over HTTP from Fluent Bit, pulling from 
an S3 bucket, or subscribing to a Kafka topic). 

2.​ Processors: An optional series of intermediate units that 
perform the data manipulation. This is where logs are parsed 



with Grok, IP addresses are enriched with geographic data, 
sensitive fields are removed, and data structures are 
reshaped. 

3.​ Sink: The output destination, which is typically an 
OpenSearch cluster but can also be another service or 
pipeline. 

●​ Amazon OpenSearch Ingestion: Recognizing the operational 
complexity of managing a data collector fleet, AWS offers 
OpenSearch Ingestion, a fully managed, serverless service built 
on Data Prepper.7 It allows users to define and run Data Prepper 
pipelines without provisioning or managing any servers, 
automatically scaling to meet workload demands. This abstracts 
away the infrastructure management, allowing developers to 
focus solely on the data transformation logic defined in their 
pipeline configuration.7 

This dedicated ingestion layer is a first-class architectural concern, 
acknowledging that raw data is rarely in a clean, query-ready state. 
The powerful pre-processing capabilities it provides are 
fundamental to the value of the entire platform. 

 

The Extensibility Framework: A Survey of Critical Plugin Categories 

 

OpenSearch's functionality can be significantly extended through a 
rich ecosystem of plugins. These are add-ons that integrate directly 
with the core engine and Dashboards to provide new capabilities.15 
While users of managed services like Amazon OpenSearch Service 
are typically limited to a curated set of pre-approved plugins, the 
breadth of available extensions highlights the platform's versatility. 



●​ Security Plugins: These are arguably the most critical plugins, 
providing enterprise-grade security features out-of-the-box. 
This includes encryption in transit, authentication, fine-grained 
role-based access control (RBAC) at the cluster, index, 
document, and field levels, and comprehensive audit logging for 
compliance.1 The Security Analytics plugin builds on this 
foundation, adding SIEM-specific features for threat detection.15 

●​ Analysis & Search Plugins: This category enhances the core 
search and analysis capabilities. 

○​ Language Analyzers: A suite of plugins for advanced, 
language-specific text processing, such as tokenization and 
stemming. The Kuromoji plugin for Japanese is a classic 
example.14 

○​ k-NN (k-Nearest Neighbors): Enables powerful 
vector-based similarity search. This is the foundation for 
modern AI-powered use cases like semantic search, product 
recommendations, and image retrieval.15 

○​ SQL Plugin: Provides a familiar SQL interface for querying 
data, lowering the barrier to entry for users accustomed to 
relational databases and enabling integration with standard 
BI tools that speak SQL.1 

●​ Machine Learning & Anomaly Detection: The ML Commons 
plugin provides a framework for integrating machine learning 
models, while the Anomaly Detection plugin offers a turnkey 
solution for identifying unusual patterns in time-series data 
without manual rule-setting.1 

●​ Index Management: The Index State Management (ISM) plugin 
is indispensable for managing time-series data. It allows users to 
automate routine index lifecycle tasks, such as performing a 
rollover to a new index when the current one reaches a certain 



size or age, taking snapshots for backup, and eventually deleting 
old data.1 

 

Section IV: The Internal Architecture: A Look Under the Hood 

 

To effectively operate and scale an OpenSearch deployment, a deep 
understanding of its internal architecture is essential. The system's 
design is a masterclass in distributed computing, with every 
component and concept optimized for the specific workloads of 
search and analytics. This architecture prioritizes scalability, 
resilience, and performance, often at the expense of features found 
in general-purpose databases. 

 

The Cluster: A Distributed Federation of Nodes 

 

The fundamental unit of an OpenSearch deployment is the cluster. 
A cluster is a collection of one or more server instances, called 
nodes, that are networked together.5 These nodes collectively hold 
all the data, share the processing load for indexing and search 
requests, and are aware of all other nodes in the cluster. This 
distributed federation of nodes is what allows OpenSearch to scale 
horizontally and provide high availability.6 Nodes communicate 
continuously to maintain a shared understanding of the cluster's 
state, including which nodes are active and where data is located, 
ensuring that a request sent to any node can be correctly routed and 
processed.25 



 

Node Specialization: Roles and Responsibilities 

 

In a small or development cluster, a single node may perform all 
necessary functions. However, for production workloads, it is a 
critical best practice to configure nodes to perform specialized roles. 
This separation of concerns prevents different types of workloads 
from competing for resources, leading to significantly improved 
stability and performance.24 The primary node roles are: 

●​ Cluster Manager Node (formerly Master Node): This node is 
the governor of the cluster. It is responsible for all cluster-wide 
management and coordination tasks, such as creating or 
deleting indices, tracking which nodes are part of the cluster, 
and deciding how to allocate data shards to nodes.6 The cluster 
manager does not handle user data or search requests. To 
ensure stability, production clusters should have at least three 
dedicated cluster-manager-eligible nodes, from which one is 
elected as the active manager.6 

●​ Data Node: These nodes are the workhorses of the cluster. They 
store the data in the form of shards and execute all data-related 
operations: CRUD (Create, Read, Update, Delete), searching, 
and aggregations.24 Data nodes are typically resource-intensive, 
requiring significant CPU, memory, and fast I/O. For managing 
large volumes of time-series data (like logs or metrics) 
cost-effectively, data nodes can be further specialized into a​

hot-warm-cold architecture. Hot nodes use the fastest 
storage (e.g., SSDs) for new, frequently accessed data. Warm 
nodes use less performant, cheaper storage for older, 
less-frequently queried data. Cold nodes use the most 



economical storage for archival data that is rarely accessed.6 

●​ Coordinating Node (or Client Node): This node acts as a 
"smart router" or load balancer. It does not hold any data or 
have any management responsibilities. Its sole purpose is to 
receive incoming client requests, parse them, forward them to 
the appropriate data nodes for processing, and then gather, 
merge, and aggregate the results from the data nodes before 
sending a final response back to the client.5 Using dedicated 
coordinating nodes is crucial for protecting data nodes from the 
potentially high CPU and memory costs of the result-gathering 
and aggregation phase of a search query, especially in 
read-heavy or aggregation-heavy environments. 

●​ Ingest Node: This node specializes in pre-processing 
documents before they are indexed. It intercepts bulk and index 
requests and applies a series of transformations defined in an 
ingest pipeline.25 This offloads the work of parsing and 
enriching data from the client applications or from the data 
nodes, centralizing the transformation logic and improving 
efficiency.25 

The decision to use dedicated nodes for these roles is a foundational 
aspect of capacity planning and performance tuning. An 
architecture that correctly isolates these functions will be far more 
resilient and performant under load. 

 

Data Organization: The Hierarchy of Indices, Documents, and Fields 

 

OpenSearch organizes data in a simple, logical hierarchy: 

●​ Index: An index is the highest-level logical entity for organizing 



data. It is a collection of documents that typically share a similar 
structure or purpose. An index is analogous to a database in the 
world of RDBMS.5 

●​ Document: A document is the basic, indexable unit of 
information. It is represented as a JSON (JavaScript Object 
Notation) object. A document is analogous to a row in a 
relational table.5 

●​ Fields: The key-value pairs within a JSON document are called 
fields. These fields contain the actual data. A field is analogous 
to a column in a relational table.14 

 

The Foundation of Scale and Resilience: Shards and Replicas 

 

The true magic of OpenSearch's distributed nature is realized 
through the concepts of sharding and replication. These 
mechanisms are fundamental to how OpenSearch achieves 
horizontal scalability and fault tolerance. 

●​ Shards: An OpenSearch index can grow to hold terabytes of 
data, far exceeding the capacity of a single server. To manage 
this, an index is horizontally partitioned into smaller, more 
manageable pieces called shards.5 Each shard is, in itself, a fully 
functional and independent Apache Lucene index.28 This 
partitioning serves two critical purposes: 

1.​ Horizontal Scalability: It allows the data in a single index to 
be spread across multiple nodes in the cluster. An index can 
thus grow to any size, limited only by the number of nodes in 
the cluster.5 

2.​ Parallel Processing: It allows operations to be distributed 
and executed in parallel across multiple shards (and 



therefore multiple nodes), significantly improving the 
performance of search and aggregation queries.5 

The number of primary shards for an index is a critical 
configuration parameter that is fixed at the time of index 
creation. It cannot be changed later without a costly and 
complex reindexing process.28 This makes the initial shard count 
one of the most important and irreversible performance-tuning 
decisions an architect must make, requiring careful upfront 
capacity planning based on expected data volume. A common 
guideline is to size shards to be between 30-50 GB.28 

●​ Replicas: To protect against data loss in the event of a node or 
hardware failure, OpenSearch allows for the creation of one or 
more copies of each primary shard. These copies are called 
replica shards or replicas.11 Replicas serve a dual purpose that 
is central to the platform's design: 

1.​ High Availability and Failover: OpenSearch ensures that a 
replica shard is never allocated on the same node as its 
primary shard.29 If a node hosting a primary shard fails, the 
cluster can automatically promote a replica shard on a 
surviving node to become the new primary. This process is 
seamless and ensures that there is no data loss and minimal 
interruption to service.11 

2.​ Increased Read Performance: Replicas are not just passive 
backups; they can also serve read requests, such as search 
queries.11 By distributing search load across both primary 
and replica shards, a cluster can dramatically increase its 
overall search throughput. For read-heavy workloads, 
increasing the number of replicas is a primary method for 
scaling performance.27 

Table 2: OpenSearch Node Roles and Responsibilities 



 
Node Role Primary 

Function 
Key 
Responsibilities 

Typical 
Resource Profile 

Cluster 
Manager 

Cluster 
coordination 
and 
management 

Manages cluster 
state, node 
discovery, index 
creation/deletio
n, shard 
allocation 6 

Moderate CPU, 
Moderate 
Memory, Low 
Storage/IO 

Data Node Data storage 
and processing 

Stores shards; 
handles 
indexing, 
search, and 
aggregation 
operations 24 

High CPU, High 
Memory, High 
Storage/IO 

Coordinating 
Node 

Smart request 
routing and 
aggregation 

Receives client 
requests, 
scatters them to 
data nodes, 
gathers and 
merges results 5 

High CPU, High 
Memory, Low 
Storage/IO 

Ingest Node Data 
pre-processing 

Executes ingest 
pipelines to 
transform 
documents 
before indexing 
25 

Moderate-High 
CPU, Moderate 
Memory, Low 
Storage/IO 

 

Section V: The Journey of Data: End-to-End Ingestion and 
Indexing 



 

The process by which a piece of data—such as a log line or a 
product document—is ingested, processed, and made searchable 
within OpenSearch is a sophisticated, multi-stage journey. This 
journey is a carefully engineered balance between two competing 
goals: write performance and data durability on one hand, and 
search latency (i.e., making data searchable quickly) on the other. 
Understanding this lifecycle is critical for performance tuning and 
troubleshooting. The entire system is explicitly tunable, allowing 
architects to adjust this balance to fit their specific workload 
requirements. 

 

Stage 1: Data Sourcing and Pipeline Initiation 

 

The journey begins at the source. Data can originate from a vast 
array of systems: web servers generating access logs, applications 
emitting structured logs, IoT devices sending metrics, or cloud 
services publishing events to a stream.12 This raw data is then sent by 
a data shipper (like Fluent Bit, Logstash, or a custom application) to 
an ingestion endpoint.7 

For robust, production-grade systems, this endpoint is typically a 
dedicated ingestion layer, such as a self-hosted Data Prepper 
instance or a managed Amazon OpenSearch Ingestion pipeline.7 
For simpler use cases, the data might be sent directly to an 

Ingest Node within the OpenSearch cluster itself. 

 



Stage 2: Pre-Processing with Processors 

 

Once the data enters an ingest pipeline, it undergoes a series of 
transformations. This pre-processing stage is where raw, often 
messy, data is cleaned, structured, and enriched to maximize its 
value for search and analysis. The pipeline executes a sequence of 
processors, each performing a specific task 7: 

●​ Parsing: This is often the first step for unstructured data. A 
processor like Grok uses regular-expression-like patterns to 
parse a raw log line (e.g., an Apache access log) into a 
structured JSON document with named fields like client_ip, 
http_verb, and response_code.22 

●​ Enriching: The structured document is then augmented with 
additional context. The GeoIP processor can take an IP address 
field and add geographic information like city, country, and 
coordinates. The Enrich processor can perform a lookup against 
a separate "enrich" index to add metadata, such as looking up a 
product ID to add the product name and category.26 

●​ Transforming: The structure of the document itself can be 
modified. Processors can be used to rename fields for 
consistency, remove sensitive or unnecessary fields (like PII), 
convert data types (e.g., changing a numeric string to an 
integer), or run custom scripts for more complex logic.26 

This pre-processing is a critical architectural concern. It ensures that 
the data being indexed is clean, consistent, and optimized for the 
queries that will be run against it. 

 

Stage 3: The Indexing Process – From Request to Persistence 



 

After pre-processing, the clean JSON document is sent to the 
OpenSearch cluster for indexing. This final stage is a finely tuned 
sequence of operations involving memory buffers and disk writes to 
achieve both speed and safety. 

 

Routing and In-Memory Buffering 

 

The request arrives at a data node, which uses the document's ID (or 
a specified routing value) to calculate which primary shard should 
receive the document. The request is then forwarded to the node 
holding that shard.29 Upon arrival, the document is added to an 

in-memory buffer. Writing to memory is extremely fast, allowing 
OpenSearch to handle very high indexing throughput.32 

 

The Transaction Log (Translog) for Durability 

 

While writing to an in-memory buffer is fast, it is also volatile; if the 
node were to crash, that data would be lost. To prevent this, 
OpenSearch simultaneously writes the indexing operation to an 
on-disk transaction log, or translog.32 This write to the translog is a 
lightweight append operation that is persisted to disk. In the event of 
a node failure, OpenSearch can replay any operations from the 
translog that had not yet been permanently written, thus ensuring 
data durability and preventing data loss.33 

 



The refresh Operation: The Path to Near Real-Time Searchability 

 

The data in the in-memory buffer is not yet visible to search queries. 
To make it searchable, OpenSearch performs a periodic refresh 
operation. By default, this happens every one second for indices that 
have received a search request recently.36 During a refresh, the 
contents of the in-memory buffer are written to a new, immutable 

Lucene segment file in the operating system's filesystem cache.32 
Once this segment is written, the documents within it become 
available for search. This slight delay between indexing and visibility 
is why OpenSearch is described as providing 

"near" real-time search. A refresh is a relatively lightweight 
operation, but it does not guarantee durability, as the filesystem 
cache has not necessarily been fsync'd to the physical disk.32 

 

The flush Operation: The Commitment to Durable Storage 

 

To guarantee that data is permanently and safely stored, 
OpenSearch performs a heavier operation called a flush. A flush is a 
full Lucene commit. It achieves two things 32: 

1.​ It forces an fsync on all segment files in the filesystem cache, 
writing them durably to the physical disk. 

2.​ It purges the old translog, as the operations recorded within it 
are now safely stored in the committed segments. 

OpenSearch triggers flushes automatically based on factors like the 
size of the translog (controlled by 
index.translog.flush_threshold_size, default 512 MB).36 Because 



flushes are resource-intensive, performing them less frequently (by 
increasing the threshold) can improve indexing performance at the 
cost of using more disk space for the translog in the interim.36 

 

Long-Term Health: Segment Merging 

 

The refresh process results in the creation of many small segment 
files. Searching a large number of small segments is inefficient. To 
maintain long-term search performance, OpenSearch runs a 
background process that periodically merges smaller segments into 
fewer, larger ones. This segment merging process is crucial for 
managing resource usage and ensuring fast query performance over 
the life of an index.32 

Table 3: The OpenSearch Indexing Lifecycle: A State-by-State 
Analysis 

Stage Action Location of 
Data 

Impact on 
Searchabilit
y 

Impact on 
Durability 

Document 
Arrival 

Document is 
added to a 
memory 
buffer and 
the 
operation is 
written to 
the translog. 

In-Memory 
Buffer & 
On-Disk 
Translog 

Not 
Searchable 

Durable (via 
Translog) 



refresh Contents of 
the 
in-memory 
buffer are 
written to a 
new 
segment 
file. 

Filesystem 
Cache 

Becomes 
Searchable 

Not 
Guaranteed 
(no fsync) 

flush Segments in 
the 
filesystem 
cache are 
fsync'd to 
disk; 
translog is 
purged. 

Physical 
Disk 

Already 
Searchable 

Fully and 
Permanentl
y Durable 

merge Smaller 
segment 
files are 
merged into 
larger ones 
in the 
background. 

Physical 
Disk 

No change No change 

 

Section VI: Conclusion and Strategic Recommendations 

 

 

Synthesis of Key Findings 

 



This analysis has established OpenSearch as a powerful, 
community-driven, and open-source platform specializing in the 
ingestion, search, and analysis of large-volume, semi-structured 
data. Its architectural design, rooted in the principles of distributed 
computing, provides a robust foundation for horizontal scalability 
and high availability, making it a formidable tool for solving modern 
data challenges. 

The key findings of this report can be synthesized as follows: 

1.​ A Specialized Engine, Not a General-Purpose Database: 
OpenSearch's primary value is realized when it is applied to its 
core strengths: log analytics, full-text search, observability, and 
security analytics. Its architecture is explicitly optimized for 
these read-heavy, document-oriented workloads. It is 
fundamentally not a replacement for an RDBMS and should not 
be used for applications requiring ACID transactional integrity or 
complex relational joins. The most successful implementations 
embrace OpenSearch as a specialized secondary datastore that 
indexes data from a primary source of truth. 

2.​ Architecture is Tuned for Performance and Resilience: The 
internal architecture, with its distinct node roles, sharding for 
parallelism, and replication for failover and read scaling, is a 
sophisticated system designed for high performance and 
resilience. Understanding these concepts—particularly the role 
of coordinating nodes and the hot-warm-cold data tiering 
strategy—is essential for building stable and cost-effective 
clusters. 

3.​ Ingestion is a First-Class Architectural Concern: The 
OpenSearch ecosystem treats data ingestion not as a simple 
loading task but as a critical, feature-rich pipeline. The existence 
of Ingest Nodes and the powerful Data Prepper component 



underscores the importance of pre-processing data to parse, 
enrich, and transform it into a valuable, query-ready format 
before it is ever indexed. 

4.​ Operational Success Hinges on Key Configuration 
Decisions: The performance and scalability of an OpenSearch 
cluster are heavily influenced by a few critical, upfront decisions. 
The number of primary shards for an index is an immutable 
choice that dictates its maximum scale. Furthermore, the 
balance between near real-time searchability and indexing 
throughput is a tunable trade-off managed through the refresh 
and flush mechanisms. 

 

Actionable Recommendations for Implementation 

 

Based on these findings, the following strategic recommendations 
are provided for organizations planning to design, deploy, and 
operate OpenSearch clusters. 

●​ Design Phase: Model Data and Plan Capacity Upfront 
○​ Embrace Denormalization: Before writing a single line of 

code, invest time in data modeling. Resist the temptation to 
replicate a normalized relational schema. Instead, 
denormalize your data during the ingestion process to create 
rich, flat documents that contain all the information needed 
for querying. This will avoid the need for inefficient 
query-time "joins." 

○​ Plan Your Shard Count: The number of primary shards is a 
one-way door. Conduct thorough capacity planning to 
estimate the future data volume and growth rate of your 
indices. Use this to calculate an appropriate primary shard 



count, adhering to the best practice of keeping individual 
shard sizes within the 30-50 GB range to ensure long-term 
performance and manageability. 

●​ Ingestion Strategy: Centralize and Offload Processing 
○​ For any production use case beyond the most basic, 

leverage a dedicated ingestion layer. Use OpenSearch 
Ingestion, Data Prepper, or a fleet of Ingest Nodes to handle 
all data parsing, transformation, and enrichment. This 
centralizes data preparation logic, ensures data quality and 
consistency, and offloads CPU-intensive processing from 
both your client applications and your core data nodes, 
protecting the stability of the main cluster. 

●​ Operational Strategy: Make a Deliberate Deployment 
Choice 

○​ The choice between a managed service (like Amazon 
OpenSearch Service) and a self-hosted or independently 
managed deployment is a strategic one. 

○​ Use Managed Services for: Speed, simplicity, smaller 
projects, proofs-of-concept, or teams without dedicated 
operational expertise. However, implement strict cost 
monitoring and governance to prevent uncontrolled 
spending. 

○​ Use Self-Hosted/Independent Management for: 
Large-scale, mission-critical, or long-term infrastructure 
where granular control, performance optimization, and cost 
management are paramount. This approach requires more 
operational expertise but can yield significant savings and 
better performance at scale. 

●​ Performance Tuning: Monitor and Tune for Your Workload 
○​ Continuously monitor key cluster health metrics, including 



CPU utilization, memory pressure (especially JVM heap), disk 
I/O, and query latencies. 

○​ Tune the indexing lifecycle parameters to match your 
application's specific read/write profile. For write-heavy 
workloads like bulk log ingestion where immediate 
searchability is less critical, consider increasing the 
index.refresh_interval (e.g., to 30s) to reduce segment 
creation overhead and improve indexing throughput. 
Conversely, for applications that require low search latency, 
maintain the default low refresh interval, accepting the 
trade-off of higher indexing resource consumption. 
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